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1. INTRODUCTION

The concepts of phase space find their origins in classical mechanics
where dynamical systems are characterized in terms of the conjugate
variables, the coordinate ¢ and momentum p. H. Goldstein [1] has
written one of the definitive treatises on classical mechanics and has
extensively discussed the formulation of dynamical problems in phase
space in terms of their Hamiltonians, Poisson Brackets etc. Phase
Space concepts have become important in many fields of the physical
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sciences. They have found their way into Quantum Mechanics where
they became central in the Schréndinger representation of quantum
theory. In the area of quantum optics the field equations have been
based on the phase space concepts. The formulation has been derived
for the representation of fields in terms of Coherent States which have
the form ¢®9(z) = #eime—(m_qy/ 2| Extensive discussion of appli-
cation of Coherent States in Quantum Optics have been given by J. R.
Klauder and E. C. G. Sudarshan [2] and later J. R. Klauder and B. S.
Skagerstam [3], B. Wells [4], R. Cloude [5], A. Perelomov [6], and J.
Elliot and P. Dawber [7].

In a parallel development in the area of applied mathematics and
signal theory many developments have taken place which have been
derived from Phase Space concepts. It is interesting to note that the
Coherent state ¢®9) (z) is known in the signal processing literature as
a filter bank or a Gabor function. From the many contributions in this
area notable are the ones by I. Daubechies[8], C. Meyer [9] and C. Heil
and D. Walnut [10].

The coherent state analysis of a function supported in the real line R
maps a function supported in the real line to a plane, R = Rx R. The
Phase Space can be considered as a complex plane with the complex
variable z defined as z = ¢ — ip. This transformation is also known
as the Bargman transform after V. Bargman [11] who showed that
the phase space signature of a function is of the form e_|2‘2/4F(z),
where F(z) is an entire function. The transformation is therefore
from the real line to the complex plane C, R = C'. G. Folland [12]
has given an excellent discussion on the Bargman transform. Some
caution, however, has to be exercised with the notation. In order to
be consistent with Folland the complex variable was defined as z =
g —ip. This ensures that the functions F(z) in the Bargman space
are functions of z and not z. I. Daubechies [8] also for similar reasons
has chosen to represent the complex variable z(P) = p 4 iq.

The representation of the signal in the phase plane offers the op-
portunity to carry out selective filtering. The filtering has a time-
frequency character and offers another tool that can be used in the
identification of targets. An important contribution has been made
by J. Ramanathan and P. Topiwala [13] and I. Daubechies [14] has
demonstrated that it is possible to carry the filtering in the time do-
main thus opening the possibility of real time implementation of these
techniques. Many applications have appeared in the literature some of
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which have been reported by J. Teti and H. Kritikos [15, 16] regarding
SAR signal processing.

The intent of this paper is to present a unified form of the Bargman
transform so that workers in the field of Electromagnetic Scattering
can use it effectively. The complex Bargman phase plane arising from
windowed transforms is a natural evolution of the complex frequency
plane and as such should find many applications in Scattering. The
paper also presents a technique of time-frequency filtering which can
be carried out in the time domain, thus offering the possibility of a
real time implementation of feature extraction through phase space
filtering.

2. THE HARMONIC OSCILLATOR

The harmonic oscillator occupies an important role in that its solu-
tions are the Hermite functions which are the basis functions in co-
herent state analysis. The solutions of the harmonic oscillator can be
obtained by first obtaining the Hamiltonian of the system in terms
of the conjugate variables p (momentum) and ¢ (coordinate). H.
Goldstein [1] and D. Sattinger and O. Weaver [17] have discussed the
Hamiltonian from a classical viewpoint. J. Elliot and P. Dawber [7],
A. Perelomov [6], and J. Klauder and E. Sudarshan [2] have examined
the quantum mechanical formulation.
The Hamiltonian in one dimension is

H= P2 +miw?q?) (2.1)

1
am
where m is the mass of the particle and w is the angular frequency.

In the following development a normalized form of the conjugate
coordinates p and ¢ will be used resulting in the following equation

1
H= 3 (p2 + q2) (2.2)
where
_ 9 =z (2.3)
P=%0 947 '

with the commutation relations

[p,p] =1[g,91 =0, [g,p] =i (2.4)
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Following A. Perelomov [6], J. Klauder and E. Sudarshan [2] we define
the operators

(q +ip)
a = 2.5
V2 (25)
and ( )
% q—1p
a pr— 2-6
V2 (2:6)
with the commutation relations
[a,a"] =1 (2.7)

Operators a and a* are known as the annihilation and creation op-
erators and they are useful in generating the Hermite functions which
are the solutions of the Harmonic Oscillator.

D. Sattinger and O. Weaver [17] have shown that the Hermite func-
tions ¢, can be generated as follows

(@) = N wo(x) (2.8)

where
= 2.9
SDO(x) 7T1/4 ( )

The Hermite functions also have the form

22
e Hy(x
on(x) = Y7y (2.10)

~—

;

where H,(z) is the Hermite Polynomial.
In terms of the differential operator they are also given by

2

(—l)nem7 d " _z2
en(x) = YIWorm <%> e (2.11)

or

1 d\" _.»
= — - — —z°/2 2.12
o) = e (o 1) ¢ 212

The creation and annihilation operators have the following well
known properties

apn = Vnpn,_1 (2.13)
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and

a*op = vVn+ lp, (2.14)

The Hamiltonian of eq. (2.2) is also called the Hermite operator and
has the form

1/, d
or
H = a*a—i—1 = aa*—1 (2.16)
N 2) 2 '
One has therefore
1
Hepp = (n + 5) ¥n (2'17)

which is the well known quantum mechanical equivalent of the Har-
monic Oscillator. Notice also that

d? 9
2a a:—w—i—:p -1 (2.18)

This is also known as the Hermite operator.

3. THE PHASE SPACE TRANSFORM

Following G. B. Folland [12] and V. Bargman [11, 18] consider the
operator V' which maps a function from the real space x to the phase
plane as follows:

Vf(x)= F(q,p), f(x) c L*(R), t C R, (p,q) CRxR (3.1

(V) (p.q) = (f(2), g% (x)) (3:2)
where
g P (z) = %eime%pq/%*(zﬂyﬂ (3.3)
7r

G. Folland [12, p.22] and J. Klauder and B. Skagerstam [3] have intro-
duced the function g% (zx) as a coherent state vector and is generated
by the operator

p(—q,p) = e'ePX 1P (3.4)
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where X and D are the coordinate and differential operators. The
operator is the unitary representation of Heisenberg Group with the
group law

1
(p,q. )0, ¢, 1) = <p +p.q+d,t+t+ §(pq’ - p’Q)) (3.5)

Folland [12, p.23] for convenience drops variable t and defines the
symplectic form of the operator which is

p'(q,p) < p(—q,p) (3.6)

with the property

P (p,q)f(z) = P2 f(z — q) (3.7)

In the following discussion for convenience the prime will be omitted.
The coherent states can be produced using the Heisenberg operator
acting on a generating function

e—x2/2
9o = sy (3.8)
as follows
g9 (x) = p(p, q)90 (3.9)

Going over to a complex notation the combining of p and ¢ in the form
2(F) = g+ ip leads to expressions where the complex conjugate forms
appears in all of the expressions in Bargman space. In the following
work to overcome this difficulty the expression z = ¢ —ip will be used.
The analyzing vector is then
g(z) (.’E) _ %622:6_“2'2/46_(2)2/46_332/2 (310)
T

The transform, therefore, becomes
F(z) = / ¢ f(z)dx (3.11)

The operation can also be carried out in the frequency domain. For a
Fourier transform of the form

Fk) = # /_ ek f(g)da (3.12)
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the corresponding analyzing function is

(3 1 |2 _(3)2 —(3—k)2?
9():W6 |22/4 4= (2)? /4 o~ (3—k)2/2 (3.13)

The phase space signature is

Fe) = [ g9 miwan (3.14)

—0o0

The original function can be recovered by

f(t) = // ¢AF(2)dp, dp=dpdg, S=RxR (3.15)
S

The literature is rich with applications of this transform to many prob-
lems in the physical sciences. It does appear, however, in different
forms depending on the definition of z. In some applications the com-
plex variable is defined as z = g + ip. The basic results, however, are
the same.

Transformations of this type were first introduced in the physics
literature. J. Klauder and Sudarshan [2] has applied in quantum optics
and I. Daubechie [8, 14] lately has applied them to signal processing.

4. THE BARGMAN TRANSFORM

V. Bargman [11, 18] and later G. Folland [12] have introduced a trans-
form which is a derivative of the phase space transform and is defined
as follows:

Bie) = e [ e o (4.1)

It is an isometry from the space of square integrable functions L?(R)
to the space L? (C, e*|z‘2/4dz> which is known as Fock space F. It
is defined as

F = {F :F' is an entire function on C,

N 2 (4.2)

1713 = I s < 00
—00
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The Fock Space is the space of entire analytic functions defined in
the whole complex plane C'. It is an important property that has been
extensively utilized in applications reported in the literature.

The Bargman transform can also be defined in terms of the Bargman
kernel as follows:

Bfo) = [ B @i, BFE) = [ B @ s
- - (4.3)

where
B(z, 1) = —_¢ra—s?/2-22/4 (4.4)

/4

G. Folland [12] has an excellent discussion of this material there are,
however, some differences in notation. In order to be consistent note
that the variables used in this paper are related to the Folland ones by

- pF) .= g . 2(F)
N V2 V2

Superscript (F') denotes the Folland notation.
In order to establish useful analytical tools it is instructive to de-

termine the form of number of well-known operators in Fock space.
An operator O is transported in Bargman space by the operation

(4.5)

Op = BOB™! (4.6)

A number of operators have been thus transported and have been
reported in the literature, see Folland [12] I. Daubechies [8, 19], J.
Ramanathan and P Topiwala [13], J. R. Klauder and B. S. Skagerstam
[3], C. Heil and D. Walnut [10]. It can easily be shown by integration
by parts (see Appendix I) that the following relations hold

r=—42/2 (4.7)
d d

One can also easily show (see Appendix II) that

/f(m)dx = ¢*/4 [/ 6722/4F(Z)d2: +C|, CaConstant (4.9)



Bargman transforms and phase space filters 53

It follows then that the creation operator is

F(z)
aflz) =z 4.10
fa) =252 (1.10)
The annihilation operator is
dF
of () = v2 £ &) (4.11)
dz
The product of the annihilation and creation operators is
dF
a‘af(z) =z (2) (4.12)

dz

Starting with the Hamiltonian H one can easily show the following:

Hf(z) = (z— - —> F(2) (4.13)

The Heisenberg operator can also be transported in the Bargman
space as follows

p(po; @) f(x) = p(w) = B(w)F(2), w=qo—ipo (4.14)

where , o
B(w)F(z) = e /A4 GEuFD)/A P 4 gy (4.15)

The Bargman transform of the Hermite functions from V. Bargman
[11], G. Folland [12] are
zn
(pn(.I) = Cn(z)v Cn(z> = \/2Tn' (4'16)
Operations on these functions by the harmonic oscillator operator pro-
duces the following action in Bargman Space

Hopn(z) = (n+1/2)¢(2) (4.17)
Similarly we also have

a*on(2) = Vn+ 1t (2) (4.18)
apn(r) = Vnn-1(2) (4.19)
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A number of useful transforms will be given below: They are: The
delta function

1 2 2
dz — o) = 1—/46_Z /4e20/2 7o (4.20)
T

and the pulse train (see Appendix IIT).

o 6_z2/4 )
> b —nao) = s (e*xo/{ —izx0/2) (4.21)
—— 00 ™
e¢] e_z2/4 )
Z (—1)"6(x — nxo) = T94 (e*mo/‘l, —izx0/2) (4.22)
s
n=—00

where 6,, are the theta functions defined by A. Rainville [20].
The step function

u(z — z0) = i\//;e*/? {1 — 4 (xoﬁzﬂ (4.23)

where ¢ is the error function.

’ <%> - \/g [ e reay (4.24)

The exponential has a transform

1/4 , _
a)e e 5 TS [1 iy (A ﬂﬂ (4.25)

The monomials (see Appendix IV)
o e, (1) (4.26)

where H,, is the Hermite polynomial.
V. Bargman [11] and G. Folland [12] have shown that a reproducing
kernel is also defined in Bargman space which is of the form

K(z,w) = /2 (4.27)
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Any function F(z) in Bargman space can be reproduced by
= /K(z,w)f(w)e|w|2/2dw (4.28)

The above transforms are tabulated in a table and shown separately.
Many other transforms can also be recovered from the literature.

5. HERMITE FUNCTION EXPANSIONS OF COMMON
SIGNALS

It is instructive to determine the Hermite function expansions of a
number of commonly used functions in order to establish the character
of Bargman space.

It has been shown (see G. Arfken [21]) that the generating function
for the Hermite polynomial is

[e.e] n

2 T X
e A :ZHN(t)H (5.1)

n=0

The Hermite functions, therefore, can be generated by

t /2¢= (z+t)? _ T1/4 Z onlt / (5.2)

A number of the elementary function expansions are given below:
The delta function is

x - xO Z Son $0 (Pn (5'3)

The step function requires the evaluation of integrals of the form

/ e_xz/QHn(x)dx
0

For n even G. Arfken [21] gives

C>Oe"”z/2 x)dx = mont
[ = e (&4
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For n odd the result will be obtained by induction. Starting with

[e's) 2 0 2u+1 R
/ e’ /2H2u+1(I)dﬂf = —/ v /2 d e “dx (5.5)
0 0

integration by parts leads to

/ e_xg/zng_,_l(x)dx = —H,(0) +/ $€_x2/2H2u(fU)d$ (5.6)

0 0
Since dfsz(:c) = 2nH,_1(x), an additional integration by parts leads
to o . o .
/0 e/ H2u+1(x)d$:4MA e/ Hyyq(x)dx (5.7)
The recursion relation therefore is
> —z2/2 > —x2/2
; e Hoppi(x)de = 4p ; e Hyy1(x)dx (5.8)
Since
0 2
/ e PHy(z)dz =1
0
and
0 2
/ e 2 Hy(x)dx = 41112
0
and

/ e~ 2 Hy(x)dx = 47212
0

by induction one has
0 2
/O ey ()t = 2P (5.9)

Finally one obtains

> o/t 2l
Qg :/0 ou(z)dt = NGEEa (5.10)
and
oo v/ 22p+1 N!
Pout1 = /0 Yopt1(x)de = Y R Gy (5.11)
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The step function is then finally given by

u(z) = Z aoupau(z) + Z Bop+102u+1() (5.12)
n=0 pn=0

where the coefficients «a, and [, are given by eqgs. 5.10 and 5.11
respectively.

6. ELLIPTICAL FILTERS

The complete reconstruction of the signal requires that the phase space
signature is known over the whole phase plane. Reconstructing an
estimate of the signal from a limited portions of the space plane may,
in some cases, be sufficient and may also point out certain features
which serve to identify and distinguish the target from a larger class
of similar objects.

Following Ramanathan and Topiwala [13] and I. Daubechies [8,14]
the filter is defined as accessing only a finite portion of the phase plane
having an area S and is given by

Psf(x) = //Sg(Z)F(z)dpdq, Sk € R? (6.1)

The shape of filtering area S is chosen so as to extract a portion of
the signal energy which highlights only specific features of interest to
the observer.

Ramanathan and Topiwala [13] and I. Daubechies [8] have shown
that the operator Pg is trace class and consequently has eigenfunctions
and their corresponding eigenvalues.

Pspn(z) = Anpn () (6.2)

They have also pointed out that the degrees of freedom (i.e. Approxi-
mately the number of terms) required to approximate a function within
a finite area S is given by the expression.

S
Degrees of freedom =~ o (6.3)
s

This is a rather important result because it provides a simple measure
of the complexity of the signal. In general the determination of the
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eigenfunctions is quite involved but doable. For the simple case, how-
ever, of S being a circular disk, I. Daubechie has shown [14] that the
filtering operator commutes with the Hamiltonian of the harmonic os-
cillator. For this special case only they share the eigenfunctions. They
are the Hermite functions given by equation 2.8 of the previous section.
One has, therefore

Pson(2) = Anpn(x), Sr€R?, p*+¢°=22"<R (6.4)

Functions ¢, are the Hermite functions and the eigenvalues are

1
An = —y(n+1, R?/2) (6.5)
v is the incomplete gamma function

R is the radius of the circular disk

The Filtered version of the signal in the time domain is

R2/2
Py, f(x) = Y Aalpn(@), f(2))on(@) (6.6)
n=0
In Phase Space one similarly obtains
R2%/2
Ps F(2) = Y Aalpn(@), f(2))Gn(2) (6.7)
n=0

The center of the filter disk can be transported in phase plane in any
location zg by using the modified Hermite functions

ipoT

pn’ () = eP%on(x = qo) = Ca(z — 20) (6.8)

where zg = qg — ipg .
I. Daubechies [8] and Folland [12] has shown that the filter region
can be transformed from a circular disc to an elliptical region defined

by
<§>2 + (aq)® = R? (6.9)

where « is the stretching factor.
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The phase space transform can be carried out as before by consid-
ering a dilated analyzing function

g = ﬁ o—lzal?/4=22 /4 —a2/2 2o (6.10)
where
[0

The Bargman transform is then

Bu(za) = /OO B.(za, ) f(x)dx (6.12)

—00

where the kernel is
Ba(zq, ) = €% /272/2 (6.13)

The corresponding eigenfunctions become

@) = <= on (3) = Gz (6.14)

G. Folland [12] calls this the FBI transform after Fourier Bros and
Iagolnitzer. I. Daubechies [8] has shown that the new filter operator
acting on the elliptical region shares the same eigenvalues as the one
acting on the spherical disk. The filtered signal becomes

R2/2

Pgfe) =Y Malf, 0l (@)l () (6.15)
n=1

This is a very useful form because in many cases the gaussian window
can be adjusted to capture the important features of the signal.

7. APPLICATIONS

From the many possible applications a few have been selected below
which demonstrate the proposed analytical techniques.
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a. Scattering by a dielectric slab.

D. Dudley [22] has shown that scattered signal from a dielectric slab
has the form

I'=—R— (1 - Rt i(—R)"e_m (7.1)
n=0

where I' is the round trip travel time in the slab, R is the reflection
coefficient.
In the time domain one obtains

I'(t) = —Ré(t) — (1 — R?) i(—R)”é(t + (n—1)T) (7.2)

n=0

The Bargman transform is
I(t) = Re— 214 _ (1— R2)e—22/4 Z(_R)nez(n—l)Te—(n—1)2T/2 (7.3)
n=0

Figure 1 shows a contour plot of the magnitude of the Phase Space
transform as obtained from equations 7.2 and 7.3. A disk with a rel-
atively large footprint corresponding to 113 degrees of freedom was
placed with its center at ¢ = 0. This is the time when the second
pulse arrives from the slab. The support of the filter is large enough
to capture at least three of the infinite pulse train originating from
the slab. Figure 2 shows a similar filter with a smaller footprint corre-
sponding to 50 degrees of freedom. Only the second pulse is captured.

b. Scattering from a sphere.

The back scattering amplitude of the sphere is given by the well known
Mie series which are given by J. Bowman [23]

eik:r
kr

B* (k) S—S (k) (7.4)

where

S(k) = =i S (=1)" <n + %) (b — an) (7.5)

n=1
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EM Scattering , Slab, Phase Plane , |Fpg|, D=1m
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Figure 1. Electromagnetic scattering from slab. Filtered signal with
N =112 degrees of freedom. Reflection coefficient R = 0.333 . Thick-
ness D = 1m. Circles ‘o’ indicate eigenvalues A, . Crosses ‘ x’
indicate expansion coefficients.
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EM Scattering , Slab, Phase Plane , |Fpg|, D=1m
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Figure 2. Electromagnetic scattering from slab. Filtered signal with
N = 50 degrees of freedom. Reflection coefficient R = 0.333. Thick-

ness D = 1m.
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and
ay = ngz) (7.6)
_ d(@jn(z))/dx
= o o) s (7.7)
r=ka

k is the wave number and a is the radius of the sphere.

Figure 3 shows a contour plot of the magnitude of the Phase Space
transform as obtained from equation 7.5. A disk with a relatively large
footprint corresponding to 113 degrees of freedom was placed with its
center at t = 0. The support of the filter is large enough to cap-
ture at least the specular impulse function and the first creeping wave
contribution. Figure 4 shows a similar filter with a smaller footprint
corresponding to 50 degrees of freedom. The center of the filter is
displaced at ¢t = m nan. The filter captures only the first creeping
wave.

8. DISCUSSION OF RESULTS

The Bargman transforms (see Table 1) were originally introduced in the
physics community and were closely connected with the Weyl Heisen-
berg group that served as one of the foundations of modern quantum
mechanics. It has found many applications notable of which are the
ones in Quantum Optics. Our interest in these transforms lies in that
they are widowed Fourier transforms and as such they represent a for-
ward step in the traditional Fourier analysis of transients. They give
rise to a moving windowed Fourier transform or as they are presently
called to time frequency analysis.

The significant property of the transforms is that the Bargman-Fock
space is a space of entire analytic functions. Entire functions have no
poles and are analytic in the whole 2z plane. They can be represented
as series of monomials of the form ) 3,2, (3, is a constant. This
opens a multitude of possibilities which although have not been fully
exploited in this paper they remain open for future work. They are
analytic interpolation, extrapolation and the reconstruction of the sig-
nal from limited data etc. The complex Bargman plane can attain
the same significance as the complex w plane. This is a rich area for
future work.
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EM Scattering , Sphere, Phase Plane , |Fpq|, a=1m
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Figure 3. Electromagnetic scattering from sphere. Filtered signal with
N =112 degrees of freedom. Radius a = 1 m.
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Figure 4. Electromagnetic scattering from sphere. Filtered signal with
N = 50 degrees of freedom. Filtered is displaced by m nans. Radius

a=1m.
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Transform
Bf
1 —22/4_—22/2 2z
e e Yo/ “e”to
rl/4
2
e /4 2 )
7 Oale "0/, —iza0/2)
2
e ? /4 2 )
iz fale o/4, iz /2)

)]

el

o)
W ¢ ?H" (%2‘2)

o) = ==

& (20), 7a = ag —ip/a

Transported Operator

BOB™!

&

z
z 2
z
2

G(2) = e’ /4 [/ 8_z2/4F(Z)dz + C’] , C is a constant

B(w) —
(n+1/2)Cn(2
Vi + 1¢n+1(2)
\/><:n71( )

Table 1. Bargman Transforms.

B(w)F( )= e|w‘2/4+(zw+5w)/4F(Z+w)
)
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As was pointed out in the text the analyzing function gy was the
ground state of the Harmonic oscillator. This was the original choice
dictated by applications in Physics and in particular in quantum optics.
The analyzing function can be any function in L?. The choices for
new physically significant analyzing functions are enormous and have
hardly been investigated.

The filtering techniques are very effective and as shown by the ex-
amples easy to implement. The proposed filtering techniques can be
implemented in real time by taking inner products of the return signal
(impulse response) with the hermite functions ¢, . The filtering takes
place by weighting the inner products with the appropriate eigenvalues
as demonstrated in eqs 6.5 and 6.6. The filtering techniques were very
effective in isolating features such as the creeping waves from a sphere
and single reflected pulses from a slab.

The Bargman analysis has to be used with a certain amount of
caution, however, for transients which are zero before a certain obser-
vation time. The time windows have to be carefully chosen to avoid
convergence problems. These questions have been addressed by B.
Frielander and B. Porat [24] who have developed a new formulation
that overcomes these problems.

APPENDIX I

The transform of the operator x is given by the expression

Bl f@)(2) =e [ e Plap(a)do (AL1)
—o0
1 2 &0 d 2
_ —z%/4 o zx| —x?/2
—7° /_OO [dze ] e f(z)dz (AIL2)
]. 2 d 2 2 e 2
_ —z2/4 % 22/4 | —z%/4 zx ,—x2/2
/¢ ¢ [e /_ooe e f(z)dzx
(AL3)
26_22/4iez2/4[F(z)] (AL4)

dz

with
1 2 e 2
F(z)=——€ % /4/ e 2 f(z)dx (ALD)
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The integral therefore becomes

z
B(zf(z))(z) = <E + 5) F(z) (AL6)
A similar derivation shows that
d 1 2 o 2 d
“ _ - —2/4 zx—z?/2 | Y%
B (dxf($)> (2) —ac /Ooe [dxf(ac)} dx  (AL7)
Integrating by parts one obtains

B(%ﬂ@@)@):—;%frﬁﬂ/f1i[é%%”ﬂfumx(AL&

oo AT
1 —2z2 > zx—1x2
= /4/00(z—a:) [e /2} f(z)dzx
(AL9)
using the result derived above one finally obtains
d d =z
B <£f(a;)> (2) = (E — 5) F(z) (AL.10)
APPENDIX II
Consider the integral of a function
g(z) = /f(a:)da; (AIL1)
From Appendix I the derivative of g(x) is
d d =z
— —— = I1.
Fo@ - (1 -3) 6 (AL)
One has therefore p
EG@—%&@:F@) (AIL3)
The above differential equation is similar to the one
dy(x
() + f(@)y(z) = r(x) (AIL4)

dzx
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which has a solution

y(z) = e M@ [ / @y (z)dx + c} (AIL5)
Using this result the finally we obtain

G(z) = e’/ [/ e_Z2/4F(z)dz + C] (AIL6)
where C' is an integration constant.

APPENDIX III

The delta function series gives by simple substitution in eq. 4.19 the
following results

o] —Z2/4 o0 5 o
Z 0(z — nxo) = el—/4 Z e~ Ton /2 gnzto (AIIL1)
=—00 & n=-—00
also
oo —Z2/4 o0 0 o
> (—1)"5(x — nag) = el—/4 D (—1)rem T /2enamo (ATIL2)
=—00 T n=—oo

Comparing the above results with the definitions for the theta func-
tions (see E. Rainville [20]) which are

05(z,q) = Z g ¥ (AIIL3)
= N
Oa(z,9) = > (—1)"q" ™ (AIIL4)

one easily derives equations 4.20 and 4.21.

APPENDIX IV

The Bargman transform of the monomial z™ is given by

—22/4  poo
B(z") = ZT/ 2" e " 2y (AIV.1)
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Rearranging the exponent we have the integral become

or

22/4  poo )
B(z") = irlj/ gme” @22y (AIV.2)

2
e? /4

B(a") = /4

/Oo (V2x)"e” (x_%)Q\/idx (AIV.3)

—00

and finally becomes

22/4 00 L2
B(z") = (;Wz("“)/? / e (%) da (AIV .4)

Using the identity

N

(2¢)"

B(z") = /OO ae” @0 dy = Hy (i) (AIV.5)

from I. Gradshteyn and I. Ryzhik [25] we finally obtain

B(a") =

v e (”) (AIV.6)

avar i\
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